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A CHARACTERIZATION OF GAMMA DISTRIBUTION
BY INDEPENDENT PROPERTY
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ABSTRACT. Let {X,,n > 1} be a sequence of independent identi-

cally distributed(i.i.d.) sequence of positive random variables with

common absolutely continuous distribution function(cdf) F'(z) and

probability density function(pdf) f(x) and E(X?) < co. The ran-
i Xj

(Xk=1 Xk)?

j <nif and only if {X,,n > 1} have gamma distribution.

dom variables and X} _; X are independent for 1 < i <

1. Introduction

The random variable X is said to have a Gamma distribution with
shape parameter o and scale parameter (3 if

1 a—1,—z/8
flasa, f) = NG for x > 0,
0 for x <0,

where a > 0 and 8 > 0. The characteristic function of gamma distribu-
tion is given by
¢ (ta,B) = (L—itp)™".

Here oo and 8 > 0 are two parameters.

Let X and Y be two independent non-degenerate positive random
variables. Then Lukacs(1955) proved that X/Y and X + Y are inde-
pendent if and only if X and Y are gamma distribution with the same
scale parameter.

Using the moment, Findeisen(1978) characterized the gamma dis-
tribution. Also, Hwang and Hu(1999) proved a characterization of
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the gamma distribution by the independence of the sample mean and
the sample coefficient of variation. Recently, Lee and Lim(2007) pre-
sented characterizations of gamma distribution that the random vari-

ables X7, X}, and are independent for 1 < m < n if and only

E?’L
if Xy, .-+, X, have gamma distribution.
In this paper, we obtain the characterization of gamma distribution

by independent property of product and sum of random variables.

2. Main result

THEOREM 2.1. Let {X,,n > 1} be a sequence of i.i.d. sequence of
positive random variables with common absolutely cdf F(z) and pdf
Xi- X
f(x) and E(X?) < oo. The random variables 7(27; X2 and X} _, Xy,
k k
are independent for 1 < i < j < n if and only if {X,,n > 1} have
gamma distribution.

X;- X; X X
Proof. Since —————— is a statistic scale-invariant L~ J__ and

(B, Xk)? " (Zp Xk)?
Yp_ X are independent for gamma variable [see Lukacs and Laha(1963)].

We have to prove the converse.
Xi X

(Zzlek)Q’

XX
a5 D1 Xk | by ¢1(t),02(s) and ¢(t, s), respectively. The in-
(22—1Xk')
X X;

(Ek 1Xk)

We denote the characteristic functions of X7 Xy and

dependence of and X7'_, Xy is equivalent to

(1) ¢(t,s) = d1(t) - P2(s).-
The left hand side of (1) becomes

o(t,s) / / exp{wfZ z;) +at(X- 1xk)}dF
Ek 1% Tk)?

where dF = f(z1)--- f(zn) dx1 --- dzp,. Also the right hand side of
(1) becomes
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/ / = p{ Z;lexk)) }dF
/0 /0 exp{it(X7_,x1) }dF.

Then (1) gives

/ / {z;gle ZJ)) +at( Z;lxk)}dF
/ / { Zggllxk i) }dF
/ / exp{it(Sg_ k) HdF.

The integrals in (2) exist not only for reals t and s but also for complex
values t = u + tv,s = u* + w*, where u and u* are reals, for which
v =1Im(t) >0, v" = Im(s) > 0 and they are analytic for all ¢, s for
v=1Im(t) >0, v* = Im(s) > 0 [see Lukacs(1955)].

Differentiating (2) one time with respect to s and then two times
respect to ¢t and setting s = 0, we get

/ / x; xjexp{it(Xy_,zx) }dF
0 0

3) Jo
— 4 / / (S 24)? explit (S)_y 2y }F

X X;
WhereH—E[ !

(Xf=1Xk)?
The random variable 6 is bounded. Therefore all its moments exist.
Note that

X1-Xo ] [ X1-X3 ] [Xn—l'Xn]
h=p|- L2 | _p| 2l |l e
[(221)(16)2 (Ezlek)2 (EﬁleW

]for1<z<j<n

for i.i.d. random variables Xy, -, X,,.
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Then we get the following equation by adding of all # and multiplying

[2X Y1 <icj<nXiX;
(ZzlekP

2.,Cy-0=F

1

o X2
k=1""k

i 2221§i<j§an’Xj

Note that, for 1 > 0,---,2z, > 0, 0 < 2X¥1<icj<nziz; < (n —

1)(Z7_,2%) and the equality on the right hand side occurs only if z,, =

- = x,. By the assumed continuity of F(z), P(X; =--- = X,,) =0,
o) Sk > ! that is, by (4), 0 < 6 < i
2221§i<j§n$ixj n — ]_7 by ’ 7’L2 '
Let o(t) be the characteristic function of F'(z). Then

o(t) = i/ooo xexp{itz}dF(x)

1+

and
¢ (t) = _/0 2% exp{itz}dF(z).

We can express (3) as a differential equation for the characteristic
function ¢(t) and get

(@(8))?0(t)" 2 = 0{ne" (1) (0 ()" +2 -1 Ca(¢' (1)) (8)" 2}
That is,
@"(t) _1-20-,Ca¢/(t)
gty nl o p(t)’
After integrating with the initial conditions ¢(0) = 1, ¢/(0) = iE(X),
we get,

1
0<9<—2.
n

5) §(0) = iBX)(p(r) TR, LTy

The solution of this differential equation (5) with the above initial
conditions is

B iB(X)\ “ b
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Therefore F(z) is a gamma distribution.
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