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ON UNIFORM CONVERGENCE THEOREMS FOR THE
INTERIOR INTEGRAL

Dong-Il Rim* and Yung-Jinn Kim**

Abstract. In this paper, we introduce interior integral and prove
uniform convergence theorems for the interior integral.

1. Introduction

Nowadays our standard integral is the Lebesgue integral that is more
powerful than the Riemann integral. But to use the Lebesgue integral
we have to study first measure theory that is not easy to understand.

The Riemann integral is easier to learn than the Lebesgue integral.
Most of mathematicians ignored the further progress of the Riemann
integral.

But two mathematicians, J. Kurzweil and R. Henstock offered an
important progress in this direction. They gave an integral that is slight
modification of the Riemann integral, i.e., a Riemann type integral([2],
[3]).

But the progress is very remarkable. Their integral(called kurzweil–
Henstock integral) contains the Lebesgue integral and has good conver-
gence theorems. In recent days. Their integral is comparatively well-
known.

In this paper we introduce interior integral and prove uniform con-
vergence theorems for the interior integral.
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2. Interior integral

Assume that [a, b], [c, d] ⊂ R are bounded intervals. A set D =
{[ti−1, ti] : i = 1, 2, ..., m}, where t0 = a < t1 < t2 < · · · < tm = b,
is a division of [a, b] if

⋃m
i=1[ti−1, ti] = [a, b].

An interior tagged interval (τ, [c, d]) consists of an interval [c, d] ⊂
[a, b] and a point τ ∈ (c, d). Let P = {(τj , [cj , dj ]) : 1 ≤ j ≤ m} be
a finite collection of non-overlapping interior tagged intervals in [a, b],
i.e.,(ci, di) ∩ (cj , dj) = ® if i 6= j.

If ∪m
j=1[cj , dj ] = [a, b], then P is called an interior partition of [a, b],

and if
⋃m

j=1[cj , dj ] ⊂ [a, b] then P is called an interior partial partition
of [a, b].

Let
P = {(τj , Jj) : j = 1, ..., k}, D = {Ii : i = 1, ..., m}

be an interior partition(or, an interior partial partition) and a division
of [a, b], respectively. Then we say that P is a refinement(or, a partial
refinement) of D if for every j = 1, ..., k there exists an i = 1, ...,m such
that Jj ⊂ Ii and we denote P ≥ D.

In this paper we consider the usual n-dimensional inner product space
Rn.

A function f : [a, b] −→ Rn is called regulated if f(s+) and f(s−)
exist for every point s in [a, b].

A function f : [a, b] −→ Rn is of bounded variation on [a, b] if

varb
a(f) = sup





m∑

j=1

‖f(tj)− f(tj−1)‖


 < ∞,

where the supremum is taken over all divisions D = {[tj−1, tj ] : j =
1, 2, ...,m} of [a, b].

It is well-known fact that if varb
a(f) < ∞ then f is regulated on [a, b].

Let BV [a, b] be the collection of all Rn-valued functions defined on
[a, b] of bounded variation. If we let, for f ∈ BV [a, b],

‖f‖BV [a,b] = ‖f(a)‖+ varb
a(f)

then (BV [a, b], ‖ · ‖BV [a,b]) becomes a Banach space.
Let f : [a, b] −→ Rn and ϕ : [a, b]× [a, b] −→ R. We define f([c, d]) ≡

f(d) − f(c) and ϕ(τ, [c, d]) ≡ ϕ(τ, d) − ϕ(τ, c). For P = {(τj , Jj) : 1 ≤
j ≤ m} we define S(dϕ, P ) ≡ ∑m

j=1 ϕ(τj , Jj). Using these notations we
introduce an integral.
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Definition 2.1. Assume that a functions ϕ : [a, b] × [a, b] −→ R
is given. We say that the interior(or Dushnik) integral

∫ b
a dϕ(τ, t) (or

shortly,
∫ b
a dϕ) exists if there exists a real number L which satisfies that

for every ε > 0 there is a division D on [a, b] such that

|S(dϕ, P )− L| < ε

for every interior partition P = {(τj , [tj−1, tj ]) : j = 1, 2, ..., m} ≥ D of
[a, b]. We denote L =

∫ b
a dϕ.

Let f, g : [a, b] −→ Rn. In case that ϕ(τ, t) = f(τ)g(t)(this implies
the inner product of f(τ) and g(t).), we denote

∫ b

a
dϕ(τ, t) =

∫ b

a
f(s)dg(s)

(or shortly,
∫ b
a fdg). If

∫ b
a f(s)dg(s) exists, then we say that fdg is

integrable on [a, b].

Theorem 2.1. ([cf.4]) Assume that ϕ1, ϕ2 : [a, b] × [a, b] −→ R are
integrable on [a, b]. Let k1, k2 ∈ R. Then we have

∫ b

a
d(k1ϕ1(τ, t) + k2ϕ2(τ, t)) = k1

∫ b

a
dϕ1(τ, t) + k2

∫ b

a
dϕ2(τ, t).

If for c ∈ [a, b], integrals
∫ c
a dϕ(τ, t) and

∫ b
c dϕ(τ, t) exist, then

∫ b
a dϕ(τ, t)

exists also and ∫ b

a
dϕ(τ, t) =

∫ c

a
dϕ(τ, t) +

∫ b

c
dϕ(τ, t).

The following statement provides an operative tool in the theory of
the interior integral.

Theorem 2.2. Assume that ϕ : [a, b] × [a, b] −→ R. If given ε > 0,
there is a division D of [a, b] such that∣∣∣∣∣∣

m∑

j=1

ϕ(τj , Jj)−
∫ b

a
dϕ(τ, t)

∣∣∣∣∣∣
< ε

whenever P = {(τj , Jj) : 1 ≤ j ≤ m} ≥ D is an interior partition of [a, b],
then for every interior partial partition P0 = {(τi, Ji) : 1 ≤ i ≤ M} ≥ D
of [a, b] we have

∣∣∣∣∣
M∑

i=1

[
ϕ(τi, Ji)−

∫

Ji

dϕ(τ, t)
]∣∣∣∣∣ ≤ ε.
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and

M∑

i=1

∣∣∣∣ϕ(τi, Ji)−
∫

Ji

dϕ(τ, t)
∣∣∣∣ ≤ 2ε.

Proof. Let {Kj : 1 ≤ j ≤ N} be the collection of closed intervals in
[a, b] that are contiguous to the intervals of P0. Let η > 0. Then there
are divisions Dj of Kj for j = 1, 2, ..., N such that

∣∣∣∣∣S(dϕ, Pj)−
∫

Kj

dϕ(τ, t)

∣∣∣∣∣ < η/N

whenever Pj ≥ Dj is an interior partition of [a, b]. We can take Pj ≥ D,
an interior partial partition of [a, b]. Fix {P1, P2, ..., PN}. Let P =⋃N

j=0 Pj . Then it is obvious that P ≥ D is an interior partition of [a, b].
Then we have

∣∣∣∣∣
M∑

i=1

[
ϕ(τi, Ji)−

∫

Ji

dϕ(τ, t)
]∣∣∣∣∣

=

∣∣∣∣∣∣
S(dϕ, P0) +

N∑

j=1

S(dϕ, Pj)−
M∑

i=1

∫

Ji

dϕ(τ, t)−
N∑

j=1

∫

Kj

dϕ(τ, t)

∣∣∣∣∣∣

+

∣∣∣∣∣∣

N∑

j=1

(
∫

Kj

dϕ(τ, t)− S(dϕ, Pj))

∣∣∣∣∣∣

≤
∣∣∣∣S(dϕ, P )−

∫ b

a
dϕ(τ, t)

∣∣∣∣ +
N∑

j=1

∣∣∣∣∣S(dϕ, Pj)−
∫

Kj

dϕ(τ, t)

∣∣∣∣∣
≤ ε + η.

Since η > 0 was arbitrary, the first inequality is verified.
It remains to prove the second inequality. Let P 1

0 be the subset of P0

for which

ϕ(τi, Ji)−
∫

Ji

dϕ(τ, t) ≥ 0
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and let P 2
0 = P0 − P 1

0 . By the first inequality of this lemma, we have
M∑

i=1

∣∣∣∣ϕ(τi, Jj)−
∫

Ji

dϕ(τ, t)
∣∣∣∣

=

∣∣∣∣∣∣
S(dϕ, P 1

0 )−
∑

(τi,Ji)∈P 1
0

∫

Ji

dϕ(τ, t)

∣∣∣∣∣∣

+

∣∣∣∣∣∣
S(dϕ, P 2

0 )−
∑

(τi,Ji)∈P 2
0

∫

Ji

dϕ(τ, t)

∣∣∣∣∣∣
≤ ε + ε = 2ε.

This proves the second inequality.

Theorem 2.3. Assume that f, g : [a, b] −→ Rn are regulated and

that
∫ b
a fdg exists. Then we have

(2.1)
∫ s

a
fdg = lim

η→0+

∫ s−η

a
fdg + f(s−)∆−g(s)

and

(2.2)
∫ b

s
fdg = lim

η→0+

∫ b

s+η
fdg + f(s+)∆+g(s),

where ∆−g(s) = g(s)− g(s−) and ∆+g(s) = g(s+)− g(s).

Proof. Let us first verify (2.1). Similarly we can obtain (2.2). Since∫ s
a fdg exists, for every ε > 0 there exists a division D of [a, s] such that

∣∣∣∣S(fdg, P )−
∫ s

a
fdg

∣∣∣∣ < ε,

whenever P ≥ D is an interior partition of [a, s]. There exists a positive
number η0 such that (τ, [s − η, s]) is an interior partial partition≥ D
whenever 0 < η < η0. Then by Theorem 2.3 we have∣∣∣∣f(τ)(g(s)− g(s− η))−

∫ s

s−η
fdg

∣∣∣∣ < ε.

Consequently, we get∣∣∣∣
∫ s

a
fdg −

∫ s−η

a
fdg − f(τ)(g(s)− g(s− η))

∣∣∣∣

=
∣∣∣∣f(τ)(g(s)− g(s− η))−

∫ s

s−η
fdg

∣∣∣∣ < ε.
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If we consider the fact that s− η < τ < s, we see that the statement is
true.

3. A uniform convergence theorem for the interior integral

It is known that for any f ∈ BV [a, b] there exist uniquely determined
functions fC ∈ BV [a, b] and fB ∈ BV [a, b] such that fC is continuous
on [a, b] and fB is a break function on [a, b] and f = fC +fB on [a, b](the
Jordan decomposition).

For a set E ⊂ [a, b],let χE : [a, b] −→ {0, 1} be the indicator function
on [a, b], i.e., χE(s) = 1 if s ∈ E, and χE(s) = 0 if s /∈ E.

If W = {wk} is the set of discontinuities of f in [a, b], then

(3.1) fB(t) =
∞∑

j=1

(∆−f(wj)χ[wj ,b](t) + ∆+f(wj)χ(wj ,b](t)) on [a, b].

where ∆+f(s) = f(s+)− f(s) and ∆−f(s) = f(s)− f(s−).
Moreover, if we define

(3.2) fB
n (t) =

n∑

j=1

(∆−f(wj)χ[wj ,b](t) + ∆+f(wj)χ(wj ,b](t)) on [a, b].

Then
lim

n→∞ ‖f
B
n − fB‖BV = 0.

(cf. e.g, the [5, proof of Lemma I.4.23].)

Theorem 3.1. Assume that f, gn, g : [a, b] −→ Rn ( n = 1, 2...,).
Suppose that gn, g ∈ BV [a, b] for every n = 1, 2, ... and that

lim
n→∞ varb

a(gn − g) = 0.

If
∫ b
a fdgn exists for every n = 1, 2, ... and f is bounded by some

positive number M on [a, b], then
∫ b
a fdg exists and we have

∫ b

a
fdg = lim

n→∞

∫ b

a
fdgn.

Proof. By the definition of the interior integral we have
∣∣∣∣
∫ b

a
fd(gn − gm)

∣∣∣∣ ≤ Mvarb
a(gn − gm).
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Thus by hypotheses the sequence
{∫ b

a fdgn

}
is a Cauchy sequence. This

immediately implies that there is an L ∈ R such that

lim
n→∞

∫ b

a
fdgn = L.

It remains to show that

L =
∫ b

a
fdg.

For a given ε > 0, let n0 be a positive integer such that∣∣∣∣
∫ b

a
fdgn0 − L

∣∣∣∣ < ε and varb
a(gn0 − g) < ε,

and let Dε is a division of [a, b] such that
∣∣∣∣S(fdgn0 , P )−

∫ b

a
fdgn0

∣∣∣∣ < ε

whenever P ≥ Dε is an interior partition of [a, b]. Hence, given an
arbitrary interior partition P ≥ Dε of [a, b], we have

|S(fdg, P )− L| ≤ |S(fdg, P )− S(fdgn0 , P )|

+
∣∣∣∣S(fdgn0 , P )−

∫ b

a
fdgn0

∣∣∣∣ +
∣∣∣∣
∫ b

a
fdgn0 − L

∣∣∣∣
≤ Mvarb

a(g − gn0) + 2ε ≤ (M + 2)ε.

This completes the proof.

Theorem 3.2. Assume that f : [a, b] −→ Rn is regulated on [a, b]
and that g ∈ BV [a, b]. Then

∫ b
a fdg exists and

∫ b

a
fdg = (R)

∫ b

a
fdgC

+
∞∑

j=1

(∆−g(wj)f(wj+) + ∆+g(wj)f(wj−))
(3.3)

where (R) represents the Riemann–Stieltjes integral and {wj} is the set
of discontinuities of g in [a, b].

Proof. The existence of the integral
∫ b
a fdg and that

∫ b
a fdgC =

(R)
∫ b
a fdgC were verified in [4].

Thus we only show that the second statement.
By the Jordan decomposition of a function of bounded variation, we

have g = gC + gB on [a, b].
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By the definition of gB
n , we have

∫ b

a
fdgB

n

=
n∑

j=1

[
∆−g(wj)

∫ b

a
f(s)dχ[wj ,b](s) + ∆+g(wj)

∫ b

a
f(s)dχ(wj ,b](s)

]
.

Using Theorem 2.4 we have
∫ b

a
f(s)dχ[wj ,b](s) =

∫ wj

a
f(s)dχ[wj ,b](s)

= lim
η→0+

∫ wj−η

a
f(s)dχ[wj ,b](s) + f(wj−)∆−χ[wj ,b](wj) = f(wj−).

Similarly we can obtain
∫ b

a
f(s)dχ(wj ,b](s) = f(wj+).

Considering the fact that by Theorem 3.1 we have

lim
n→∞

∫ b

a
fdgB

n =
∫ b

a
fdgB,

we obtain the required result.

4. Uniform convergence theorems for three functions

We assume that (X.‖ · ‖) is a Banach algebra with an identity.
Let for a division D = {Jj : 1 ≤ j ≤ n} of [a, b]

DSV b
a (α, D) ≡ sup{‖

n∑

j=1

xjα(Jj)yj‖},

where the supremum is taken over all xj , yj ∈ X with ‖xj‖ and ‖yj‖ ≤ 1.
A function α : [a, b] −→ X is doubly of bounded semi-variation on

[a, b] if
sup
D

DSV b
a (α, D) < ∞,

where the supremum is taken over all divisions D of [a, b]. We denote
DSV ([a, b], X) the set of all functions defined on [a, b] of doubly bounded
semi-variation.
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Let

LSV b
a (α, D) ≡ sup{‖

n∑

j=1

xjα(Jj)‖},

where the supremum is taken over all xj ∈ X with ‖xj‖ ≤ 1.
A function α : [a, b] −→ X is of left bounded semi-variation on [a, b]

if
sup
D

LSV b
a (α, D) < ∞,

where the supremum is taken over all divisions D of [a, b]. We denote
LSV ([a, b], X) the set of all functions defined on [a, b] of left bounded
semi-variation.

Let

RSV b
a (α,D) ≡ sup{‖

n∑

j=1

α(Jj)yj‖},

where the supremum is taken over all yj ∈ X with ‖yj‖ ≤ 1.
A function α : [a, b] −→ X is of right bounded semi-variation on [a, b]

if
sup
D

RSV b
a (α, D) < ∞,

where the supremum is taken over all divisions D of [a, b]. We denote
RSV ([a, b], X) the set of all functions defined on [a, b] of right bounded
semi-variation.

We consider integrals for three functions f, α, g ( see, e.g.,[1]). In [1],
the authors considered the central Young integral that is also a Riemann
type integral.

Definition 4.1. Assume that f, g, α : [a, b] −→ X. We say that
interior integral

∫ b
a f(s)d[α(s)]g(s) exists if for every ε > 0 there is a

division D on [a, b] such that for

S(fd[α]g, P ) ≡
m∑

j=1

f(τj)α(Jj)g(τj)

we have
‖S(fd[α]g, P )− L‖ < ε

for every interior partition P = {(τj , Jj) : j = 1, , 2, · · · ,m} ≥ D of
[a, b].

We denote L =
∫ b
a f(s)d[α(s)]g(s) (or shortly L =

∫ b
a fd[α]g) (see,

[4]).
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Let ‖f‖∞ ≡ sups∈[a,b] ‖f(s)‖, where f : [a, b] −→ X is a bounded
function on [a, b].

Lemma 4.1. Assume that f, g, α : [a, b] −→ X. Suppose that
∫ b
a fd[α]g

exists. Then we have∥∥∥∥
∫ b

a
fd[α]g

∥∥∥∥ ≤ ‖f‖∞ · ‖g‖∞ ·DSV b
a [α]

Proof. Since
∫ b
a fd[α]g exists, there is a division D of [a, b] such that

∥∥∥∥∥∥

∫ b

a
fd[α]g −

m∑

j=1

f(τj)α(Jj)g(τj)

∥∥∥∥∥∥
< ε.

whenever {(τj , Jj) : 1 ≤ j ≤ m} ≥ D is an interior partition of [a, b].
Thus

∥∥∥∥
∫ b

a
fd[α]g

∥∥∥∥ ≤
∥∥∥∥∥∥

∫ b

a
fd[α]g −

m∑

j=1

f(τj)α(Jj)g(τj)

∥∥∥∥∥∥

+

∥∥∥∥∥∥

m∑

j=1

f(τj)α(Jj)g(τj)

∥∥∥∥∥∥
≤ ε + ‖f‖∞‖g‖∞DSV b

a [α].

Since ε > 0 was arbitrary, we obtain the required result.

Theorem 4.2. Assume that f, gn, g, α : [a, b] −→ X. If

α ∈ DSV ([a, b], X)

and
∫ b
a fd[α]gn exists for every n = 1, 2, ..., and the sequence {gn} con-

verges uniformly to g on [a, b]. Then integral
∫ b
a fd[α]g exists and

∫ b

a
fd[α]g = lim

n→∞

∫ b

a
fd[α]gn.

Proof. Let ε > 0 be given. Since the sequence gn converges g uni-
formly on [a, b] there is a positive integer N1 such that for any n > N1

and s ∈ [a, b] we have

‖gn(s)− g(s)‖X < ε/(‖f‖∞ + 1).

By Lemma 4.2, we have∥∥∥∥
∫ b

a
fd[α]gn −

∫ b

a
fd[α]gm

∥∥∥∥ =
∥∥∥∥
∫ b

a
fd[α](gn − gm)

∥∥∥∥
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≤ ‖f‖∞‖gn − gm‖∞DSV b
a [α] ≤ εDSV b

a [α]

for m,n > N1. Since X is a Banach space this inequality implies that
the limit

lim
n→∞

∫ b

a
fd[α]gn = I

exists. Let N2 be a positive number such that
∥∥∥∥
∫ b

a
fd[α]gm − I

∥∥∥∥ < ε

for m > N2. Let now m > N = max(N1, N2) be fixed. Since the integral∫ b
a fd[α]gm exists, there is a division D of [a, b] such that

∥∥∥∥∥∥

k∑

j=1

f(τj)α(Jj)gm(τj)−
∫ b

a
fd[α]gm

∥∥∥∥∥∥
< ε

provided P = {(τj , Jj) : j = 1, ..., k} ≥ D is an interior partition of [a, b].
For such a partition P , we have

‖S(fd[α]g, P )− I‖ =

∥∥∥∥∥∥

k∑

j=1

f(τj)α(Jj)g(τj)− I

∥∥∥∥∥∥

≤
∥∥∥∥∥∥

k∑

j=1

(f(τj)α(Jj)g(τj)− f(τj)α(Jj)gm(τj))

∥∥∥∥∥∥

+

∥∥∥∥∥∥

k∑

j=1

f(τj)α(Jj)gm(τj)−
∫ b

a
f(s)d[α(s)]gm(s)

∥∥∥∥∥∥
+

∥∥∥∥
∫ b

a
fd[α]gm − I

∥∥∥∥

≤ ‖f‖∞ · ‖g − gm‖∞DSV b
a [α] + ε + ε ≤ ε(‖f‖∞DSV b

a [α] + 2).

This completes the proof.

Theorem 4.3. Assume that f, g, α : [a, b] −→ X. If f, g, α are reg-
ulated on [a, b] and α is doubly bounded semi-variation on [a, b], then∫ b
a fd[α]g exist

Proof. By [4],
∫ b
a fd[α] exists since a Banach algebra (X, ‖ · ‖) has an

identity. It is obvious that by the definition of the interior integral,

∫ b

a
f(s)d[α(s)]χ(c,b](s)x =

∫ b

a
f(s)d[α(s)]χ[c,b](s)x =

∫ b

c
fd[α]x.
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where c ∈ [a, b], x ∈ X. If we consider the fact that the set of all linear
combinations of χ(c,b] ·x, χ[c,b] ·y(x, y ∈ X, c ∈ [a, b]) forms a dense subset
of the set of all regulated functions on [a, b] for the norm ‖ ·‖∞ and if we
apply the uniform convergence theorem, we get the desired result.

Theorem 4.4. Assume that f, g, α, αn : [a, b] −→ X (n = 1, 2, ...). If

(4.1) DSV b
a [αn] ≤ M, n = 1, 2, ...

and

(4.2) lim
n→∞x αn(s)y = xα(s)y

for all x, y ∈ X with ‖x‖ ≤ 1 and ‖y‖ ≤ 1.
Then

(4.3) DSV b
a [α] ≤ M

and the integral
∫ b
a fd[α]g exists, and

∫ b

a
fd[α]g = lim

n→∞

∫ b

a
fd[αn]g.

Proof. Let D = {[tj−1, tj ] : j = 1, 2, ..., k} be a division of [a, b]. Then
we have

‖
k∑

j=1

xj [α(tj)− α(tj−1]yj‖ ≤ ‖
k∑

j=1

xj [αn(tj)− αn(tj−1)]yj‖

+‖
k∑

j=1

(xj [αn(tj)− α(tj)]yj − xj [αn(tj−1)− α(tj−1)]yj)‖.

By (4.1) the first summand is ≤ M . By (4.2) for every j = 1, 2, ..., k
there exists Nj such that for all n ≥ N we have

‖xj [αn(ti)− α(ti)]yj‖ ≤ ε

2k
,

where i = j, j − 1. Hence for n ≥ max{N1, N2, ..., Nk} we have

‖
k∑

j=1

xj [α(tj)− α(tj−1)]yj‖ ≤ M + ε.

This proves (4.3).
Let Fn(g) =

∫ b
a fd[αn]g and F (g) =

∫ b
a fd[α]g. Then, by Lemma 4.3,

we have

‖Fn‖ ≤ ‖f‖∞DSV b
a [αn] and ‖F‖ ≤ ‖f‖∞DSV b

a [α].
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Hence ‖Fn‖ ≤ ‖f‖∞M and ‖F‖ ≤ ‖f‖∞M .
We have, for x ∈ X and c ∈ [a, b], by the definition of the interior

integral,

lim
n→∞

∫ b

a
f(s)d[αn(s)]χ(c,b](s)x = lim

n→∞

∫ b

a
f(s)d[αn(s)]χ[c,b](s)x

= lim
n→∞

∫ b

c
f(s)d[αn(s)]x =

∫ b

c
f(s)d[α(s)]x

=
∫ b

a
f(s)d[α(s)]χ[c,b](s)x =

∫ b

a
f(s)d[α(s)]χ(c,b](s)x.

This immediately implies that

lim
n→∞

∫ b

a
f(s)d[αn(s)]g(s) =

∫ b

a
f(s)d[α(s)]g(s)

for every step-function g on [a, b].
Let g is a regulated function on [a, b]. Since the set of all step-

functions on [a, b] is dense in the set of all regulated functions on [a, b]
for the norm ‖ · ‖∞, there exists gε that is a step-function on [a, b] such
that ‖g − gε‖∞ ≤ ε. Hence

‖F (g)− Fn(g)‖ ≤ ‖F (g − gε)‖+ ‖F (gε)− Fn(gε)‖+ ‖Fn(g − gε)‖
≤ ‖F‖ · ‖g − gε‖+ ‖F (gε)− Fn(gε)‖+ ‖Fn‖ · ‖g − gε‖
≤ ‖f‖∞Mε + ε + ‖f‖∞Mε ≤ ε(2‖f‖∞M + 1),

since we just proved that for a step-function g, we have

lim
n→∞

∫ b

a
f(s)d[αn(s)]g(s) =

∫ b

a
f(s)d[α(s)]g(s),

there exists a sufficiently large positive integer n such that ‖F (gε) −
Fn(gε)‖ ≤ ε. This completes the proof.
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